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Abstract—In recent years, privacy preserving 
association rule mining (PPARM) has emerged as a new 
research area and captured the attention of many 
researchers who are interested in preventing the privacy 
violations occurring in during association rule mining. A 
detailed survey of the present methodologies for the 
privacy preserving association rule data mining and a 
review of the state of art method for privacy preserving 
association rule mining is presented in this paper. An 
analysis is provided based on the association rule mining 
algorithm techniques. Finally, the authors obtain some 
conclusions and come with up future direction.  
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1. INTRODUCTION 

Data Mining (DM) can be considered as a particular type 
of knowledge discovery process. It can be defined as the 
analysis of observational data sets to discover relevant 
information and to summarize the data in novel ways, 
understandable and useful to the owner. 

Lots of work has been done on the DM area. DM
techniques can be divided into two classes: predictive 
techniques and descriptive techniques [1]. Predictive DM
focuses on making predications by historical data. 
Descriptive DM focus on mining potential rules hidden in 
the big data set without having any predefined target. DM

techniques classification is shown in Fig. 1.
Among a large number of DM algorithms, ARM is one 

of most common algorithms. It is descriptive DM and aims 
to discover interesting relationships among sets of items in 
the transaction databases. Association rules are widely used 
in various areas such as telecommunication networks, 
market basket analysis risk management, health care, web 
usage mining etc.

Recent advances in ARM have generated controversial 
impact in both scientific and technological arenas. On the 
one hand, ARM is capable of uncovering the potential 
useful rules in large volume of data. On the other hand, the 
excessive processing of mining the association rules puts the
sensitive data and the user’s confidential information at risk. 
Therefore, on the premise of ensuring data security and user 
privacy, developing privacy preserving association rule 
mining algorithms becomes an especially requested issue.  
In recent years, a great many PPARM [2-3] algorithms have 
been developed. In this paper, we aim to make a 
comprehensive survey of PPARM algorithm.

The remainder of this paper is organized as follows. In 
Section II, we formalize the definition of ARM. A detailed 
survey of the present methodologies for PPARM is provided 
in Section III. In Section IV, we make a review of PPARM 
algorithms. In Section V, we conclude the paper and give the 
future research direction.
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Figure 1 Data mining techniques classification

I. PROBLEM DEFINITION OF ARM 
ARM algorithms are designed to discover relevant 

relationships between the variables of a dataset. The 
problem definition for the association rule mining is stated 

as follows: Given I = {i1 , i2 , ... , im } is a set of items, T = 
{t1, t2 , ... , tn} is a set of transactions. Each transaction ti is a 
set of items such that ti ⊆ I. An association rule is an 
implication of the form: X⇒Y, where X ⊂ I, Y ⊂ I and X∩Y 
= Ø.  X (or Y) is a set of items, called itemset. In the rule 
X⇒Y, X and Y are called the antecedent and consequent of 
the rule respectively. It is obvious that the antecedent’s 
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occurrence implies the consequent’s occurrence in the same 
transaction with a certain confidence. Support and 
confidence are the two most important quality measures for 
evaluating the interestingness of a rule. Support of an 
association rule is defined as the percentage of records that 
contain X Y to the total number of records in the database.
The support of a rule is represented by formula (1) 

(X Y)( )Support X Y
n

� �
� �

                                     (1) 
Where (X Y)� � is the number of transactions that contain 

all the items of the rule and n is the total number of 
transactions. The confidence of an association rule is 
defined as the percentage of the number of transactions that 
contain X and Y to the total number of records that contain 
X. Confidence of a rule is represented by the formula (2). 

( )( )
(X)

X YConfidence X Y �
�
�

� �
                                   (2)  

ARM is decomposed into two different sub problems. 
(1) Frequent Itemset Mining Phase: Find all combinations of 
items whose support is greater than a user-defined 
Minimum Support Threshold. 
(2)Association Rule Generation Phase: Use the frequent 
itemset to generate the association rules whose confidence is 
greater than a user-defined Minimum Confidence Threshold.

           
II. CLASSIFICATION OF PPARM TECHNIQUES 

Many methods have been developed to solve different 
aspects of the PPARM problem. We make a reference to the 
classification method of privacy preserving data mining by 
Verykios [4] and try to classify them by the following four 
dimensions: (1) data distribution; (2) data modification 
technologies; (3) data content that needs to be protected;  (4)
privacy preservation technologies. 

The first dimension refers to the data distribution. Some 
of the approaches have been developed for centralized data.
In this model, there is only one site whose data are 
published to the excited site. While others are designed for 
distributed data scenarios, which also be classified as 

horizontal data distribution and vertical data distribution. 
Horizontal data distribution refers to those cases where 
different records are collected at different sites, but each 
record contains all of the attributes for the object. Vertically 
data distribution where different attributes of the same set of 
records are collected at different sites. Each site collects the 
values of one or more attributes for each record.  

The second dimension refers to the data modification 
method. Data modification is used to modify the original 
data to ensure privacy protection. Three types of data 
modification methods are as follows. 
1) data randomization and anonymization, which are used to 
obscure data.    

2) hiding techniques, which include perturbation, blocking,
aggregation, etc. Perturbation refers to the alteration of an 
attribute value by a new value (i.e., changing a 1-value to a 
0-value, or adding noise). Blocking is the replacement of 
an existing attribute value with a ?”. Aggregation is the 
combination of several values into a coarser category. 

3) encryption, which changes the original data into 
ciphertext . 
The third dimension refers to the data content that needs 

to be protected from disclosure. Some PPARM algorithms 
are developed to protect raw data, while others are 
developed to protect the association rules. 

The fourth dimension refers to the privacy preservation 
technique used for the modification of the original data.
The developed techniques can be divided into: 
● data obscure-based techniques, which are used in data 

sanitization to protect the some sensitive items. 
● heuristic-based techniques like adaptive modification that 

modifies only selected values that minimize the utility loss 
rather than all available values. 

● cryptography-based techniques like secure multiparty 
computation where a computation is secure. 

● reconstruction-based techniques where the original 
distribution of the data is reconstructed from the 
randomized data. 
Fig. 2 shows the taxonomy of the existing PPARM.  

Figure 2. A taxonomy of the developed PPARM algorithms
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III. REVIEW OF PPARM ALGORITHMS

A. Data Obscure-based raw data protection techniques 
  In this type of model, the owner site obscures or removes 
its data before he publishes its data to the external site.  Two 
well-known methods are data randomization and data 
anonymization.  Rizvi et al. [5] proposed randomization-
based mask scheme. In addition, Rizvi et al. presented 
optimization method to decrease high computational 
overhead in the frequent itemset mining. However, data 
randomization methods have the risk that public records 
may be utilized to discover an identity in the sanitized 
dataset records. Data anonymization is a raw data protection 
method which avoids the weakness of randomization 
methods. Data anonymization aims to prevent the 
identification of individual records. In general, data 
anonymization functions as follows: (1) remove the record 
identifier; (2) anonymize the quasi identifier attributes 
which can identify the record owner. K-anonymity proposed 
by Sweeney [6] is the most popular anonymization privacy 
model and aims to generate a K-anonymous table such as 
each record is indistinguishable from at least  K-1 other 
records of the quasi identifier. 

B. Heuristic-based Association Rule hiding 
(ARH )Techniques

1) Perturbation-based ARH over centralized data 
ARH [7] focuses on transforming the raw data such that 

certain sensitive association rules cannot be discovered from 
the published dataset while other rules can.  

Atallah et al. [8] firstly proposed the heuristic-based ARH 
scheme, which is an itemset-based algorithm which hides all 
the sensitive association rules by reducing their supports. In 
[8] the optimal sanitization was shown to be an NP-Hard 
problem. 

Elena et al. [9] extended the sanitization of sensitive large 
itemsets to the sanitization of sensitive rules. In this 
algorithm, either reduction of support or reduction of 
confidence is used to hide the sensitive rules. This algorithm 
has two disadvantages: hiding only one rule at a time and 
generating ghost rules, which reduces the utility of the 
released database. 

On the premise of ensuring security, later heuristics work 
is expected to consider the utility issues. Based on this idea, 
a complete work is done by Verykios [10].

Amiri et al. [11] proposed an itemset-based algorithm 
with aggregate approach and hides multiple rules at one 
time. The aggregate approach works as follows. The 
transaction that supports the most sensitive itemsets and the 
least non-sensitive itemsets is removed.  

Wang et al. [12] proposed a rule-based ARH algorithms 
with sanitization method to protect informative association 
rules. In this paper, the sanitization method is to increase 
support of LHS  and decrease support of RHS. By 
decreasing support and confidence (DSC), Wang et al. [13]

proposed another ARH algorithm, which requires less 
running time and fewer transaction modifications than the 
algorithm in [12].

Based on MATRIX APRIORI algorithm, Yildiz et al. [14]
proposed the itemset-hiding algorithm, which integrated the 
post-mining with the hiding algorithm. Thus, the output of 
this algorithm is different from all of the previously 
mentioned algorithms. A sanitized dataset and a frequent 
itemset of a sanitized dataset are the output of this algorithm. 

2) Blocking-based ARH over centralized Data 
Blocking refers to replacing certain attributes of some 

data items with a question mark. It is sometimes more 
desirable for specific applications (i.e., medical applications) 
to substitute an unknown value for a real value rather than 
placing a false value.  

The first blocking-based approach was proposed in [15].
Introducing a question mark in the dataset, changes the 
definition of the support and confidence of an association 
rule to some extent. In this respect, the minimum support 
and minimum confidence will be altered into a minimum 
support interval and a minimum confidence interval 
correspondingly.  

Later, Wang et al [16] proposed a blocking-based 
sanitization algorithm. Compared with the algorithm in [15],
this approach achieves further efficiency; however, it must 
hide all rules containing the hidden items on the left hand 
side, where Saigon’s approach can hide any specific rule. 
C. Reconstruction-Based Techniques over centralized data 

Many proposed techniques address privacy preservation 
by reconstructing the distributions at an aggregate level in 
order to perform the mining. The reconstruction approach 
was firstly proposed in the context of ARM by Chen et al. 
[17]. In order to hide sensitive frequent itemsets, they give a 
coarse Constraint-based Inverse Itemset Lattice Mining. 
Inspired by the idea of [15], Guo et al. [18] proposed a FP 
tree based algorithm for inverse frequent set mining to 
reconstruct the original database by using non characteristic 
of database.  This algorithm can work more efficiently than 
the algorithm in [17] and other inverse frequent set mining 
algorithms. 

D. Cryptography-Based Techniques  

Cryptography-based approaches are mainly used to solve 
secure association rule mining outsourcing over the 
centralized data and Secure Multiparty Computation (SMC) 
problem over distributed data. 
1) Secure ARM outsourcing over centralized data. 

Privacy-preserving outsourced frequent itemset mining 
and association rule mining have been studied in the setting 
of a single data owner [19-21]. 

Wong et al. [19] proposed a solution to counter 
frequency analysis attack based on a one-to-n item mapping.
However, it was lacking a formal theoretical analysis of 
privacy Guarantees. Molloy et al. [20] demonstrated that the 
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solution can’t withstand known frequency analysis attacks 
and proposed alternatives. The success of the attacks in [20]
mainly relies on the existence of fake items, defined in [19]. 
[20] showed that the random fake items can be removed 
by detecting the low correlations between items, and that 
top frequent items can be re-identified by attackers;
Giannotti et al. [21] proposed similar methods k anonymity 
frequency for both raw data and mining results against a 
knowledgeable adversary with certain background 
knowledge. To achieve k-privacy, the data owner need 
sends the encrypted database of both the real and fictitious 
transactions to the cloud. To cancel out fictitious 
transactions, the data owner in [21] is required to count 
itemset occurrences in fictitious transactions. However, 
none of these works assume that the adversary has the 
capability of launching chosen plaintext attacks; i.e., they do 
not provide semantic security.

Based on predication encryption, Lai et al. [22] proposed 
the first semantically secure solution. It is resilient to 
chosen-plaintext attacks on encrypted items, but it is 
vulnerable to frequency analysis attacks.
2) Secure ARM over vertically distributed data 

A great many cryptography-based approaches have been 
developed in the context of PPARM algorithms, to solve 
Secure Multiparty Computation. In secure multiparty 
mining over distributed datasets, vertical data distribution is 
one of the distributed data scenarios.

For the first time, Vaidya et al. [23] address privacy 
issues in vertically partitioned databases. In this paper, 
secure scalar product protocol was presented to build a 
privacy-preserving frequent itemset mining solution. 
Association rules can then be found given frequent itemset 
and their supports. Since the publication of this seminal 
work, many PPARM or frequent itemset mining solutions 
have been published. 

Similar to [23], Kharat et al. [24] used the scalar product 
to enable association rules mining. Asymmetric 
homomorphic encryption [25] was used to compute the 
supports of itemsets. However, other solutions use a set 
intersection cardinality protocol or a secret sharing scheme 
[26] to perform these computations. 

All existing solutions do not utilize a third-party server to 
compute the mining result except for [27-28]. In the scheme 
in [27], the data owner (a.k.a. the master) is responsible for 
the mining and the other data owners (a.k.a. slaves) insert 
fictitious transactions to their respective datasets, and send 
the datasets to the master. Each data owner will also send 
his set of real transactions’ IDs to a semi-trusted third-party 
server. However, in this solution, the master does the 
majority of the computational. Though fictitious data are 
added in datasets to lower data usability, the master is able 
to learn significant information about other data owners’ 
raw data from the received datasets. Based on symmetric 
homomorphic encryption, Li et al. [28] proposed a cloud-
aided frequent itemset mining solution. 
3) Secure ARM over horizontally distributed data 

Kantarcioglu et al [29] firstly address privacy issues in 
horizontally distributed data. Also Schuster et al. [30]
considered this problem in the horizontal setting, but he
considered large-scale systems in which, on top of the 
parties that hold the data records (resources) there are also 
managers which are computers that assist the resources to 
decrypt messages; Moreover, [30] assumes that no 
collusions occur between the different resources or 
managers. Tassa et al. [31] improved the protocol in [29] in 
terms of efficiency and privacy. Zhang et al. [32] merged 
the secure multiparty computation and differential privacy 
to preserve the privacy of the statistical operations. However, 
it is not clear how this approach can be applied to handle 
ARM given that division operations must be performed 
between the parties in a secure way in order to validate the 
minimum support and confidence. Wahab et al. [33] found 
the global strong association rules confidentially, and 
satisfied ε-differential privacy. 

The common problem with these schemes is that they 
assume that communication channel for data exchange is 
secure. In practice, this assumption is strong. Chirag N et al. 
[34] proposed a privacy preserving association rule mining 
in horizontally partitioned databases without trusted third 
party, even communication channel is unsecured between 
involving sites. 

IV. CONCLUSION AND FUTURE DIRECTION 
In this paper, we present a classification of PPARM 

algorithm and survey major algorithms in each class. After a 
review of many existing PPARM techniques, we obtain 
some conclusions and come with up future direction. 
●A single technique does not exceed all the parameters such 
as performance, data utility etc., rather it can perform better 
than other algorithms on certain parameters. So it is 
necessary to develop the combined algorithms, in order to 
achieve comprehensive privacy protection requirements. 
●In most existing literature, rule interestingness measures 

in ARM algorithms are support and confidence. On the 
basis of the nature of application, different measures can be 
used to measure the interestingness of quantitative rules. 
●Since each user may have different concern and 

requirement over privacy, therefore, user-oriented and more 
refined privacy preserving techniques can be developed. 

●Parallel algorithms could be developed to improve the 
performance of the algorithm for large datasets.  
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