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Abstract In order to reduce the effect on the eyes location caused by the variation of
illumination and expression, this paper proposes a human eye location algorithm based on
the multi-scale self-quotient image and morphological filtering. Firstly, the multi-scale self-
quotient image is used to offset the lighting effects on the face, then the morphological open-
close operation will be taken to enhance the local features around the eyes and relevant
coefficient is used to roughly position the eyes. At last, the variance projection method will
be used to analyze the roughly-positioned areas and binarize them to position accurately the
central point of the eye. The experiments on the images from JAFFE Database, Yale B
Database and AR database have shown that the proposed algorithm can well position the
center of the eye, and it is robust to deal with the changes of illumination and expressions.
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1 Introduction

With the popularity of cloud computing applications, the era of multimedia big data has
arrived.Eyes location is a critically important step of the automatic recognition of the pose, face
and expression [3]. This is because the space between eyes is least affected by the lighting or
variation of facial expressions, it is often used as a standard of the rotation calibration,
normalization and equalization of the image, and as the basic element for detecting and
extracting other parts of the human face. How to carry out the correct and fast image
recognition in the multimedia data is becoming more and more important.

At home and abroad, many experts have made more achievements in eyes location.
Reinders et al. put forward a neuronic network-based eyes location method which can only
identify the general location of the eyes, but not accurately position of the center of the eye [7].
Wang took advantage of the topographical features to position the eye [8]. Zhou improved the
traditional integral mapping and put forward the generic projection function (GPF) [10]. Wu
Yan et al. proposed to use gray-scale information and the pupil filters to position eyes [9]. Park
made use of texture information composed of Gabor filter and round filter to position eyes [6].
This method is valid to some extent but too complex. Chen Huajie proposed a face feature
location method based on Hierarchical Edge Orientation Field Matching (HEOFM) [1], but
this method cannot position accurately the center of the eye.

The existing eye location methods do not take into account the problems caused by the
illumination. For the face images which are taken in the uneven lighting conditions, the
accuracy of the eyes location is generally not high. Moreover, the dramatic changes of the
facial expressions will cause the missing of some eye features. For instance, when the eyes are
closed, the white of the eye and the pupil will be hidden, which would lead to failure of some
algorithms for eyes location based on the gray scale variation in the horizontal direction.

In order to reduce the effect on the eyes location caused by the variation of illumination and
expression, this paper proposes a human eye location algorithm based on the multi-scale self-
quotient image and morphological filtering (MSMF). Firstly, the multi-scale self-quotient
image is used to offset the lighting effects on the face, then the morphological open-close
operation will be taken to enhance the local features around the eyes and relevant coefficient is
used to roughly position the eyes. At last, the variance projection method will be used to
analyze the roughly-positioned areas and binarize them to position accurately the central point
of the eye. The experiments on the images from JAFFE Database, Yale B Database and AR
Database have shown that this algorithm can well position the center of the eye, and it is robust
to deal with the changes of illumination and expressions.

The specific contributions of this paper include:

(1) An effective multi-scale self-quotient image optimization models for multimedia big data
is proposed.

(2) An effective rough location of morphological filtering optimization models for multime-
dia big data is proposed.

(3) An effective precise eye location optimization models for multimedia big data is proposed.
(4) Performance analysis of the proposed algorithm and an evaluation of the algorithm with

respect to other existing algorithms.

The rest of this paper is organized as follows. Section 2 discusses the multi-scale self-quotient
image optimization models for multimedia big data, followed by the effective rough location of
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morphological filtering optimization models is designed in Section 3. The effective precise eye
location optimization models is discussed in Section 4. Section 5 shows the simulation experi-
mental results, and Section 6 concludes the paper with summary and future research directions.

2 Multi-scale self-quotient image

The issue of variation of illumination is the most delicate one in the aspect of three-dimensional
target identification (e.g. face recognition) based on the gray-scale image. This issue in recent years
has aroused widespread concern, so has the issue of eye location which is confronted with the same
problem. The elimination of the impact of illumination is of major significance for the accurate
location of the eyes. But the self-quotient image presents a characteristic of stability of illumination
which provides a solution to this problem. The self-quotient image of the image is defined as

R x; yð Þ ¼ I x; yð Þ
Î x; yð Þ

¼ I x; yð Þ
F x; yð Þ⊗I x; yð Þ ð1Þ

where I(x, y) is the smooth version of face recognition, I x; yð Þ is the smooth filtering kernel, and
F(x, y) is the convolution operation, and the division operation is carried out point-by-point. The
R(x, y) is considered as the self-quotient image because it is a quotient image derived from itself.

But if the kernel is too small, and it is close to 1, the information of image reflectivity will
lose greatly. If the kernel of is too large, the vignette effect will be found in the areas close to
ladder-like boundary. It is therefore suggested the use of multi-scale technology to make the
results more robust. The definition of the multi-scale self-quotient image is given as

RM x; yð Þ ¼ I x; yð Þ
∑
N

n¼1
wn F x; y;σnð Þ⊗I

�
x; y

�h i ð2Þ

In which, I(x, y) represents the function of the smooth filter kernel, i.e.
The scale parameter of the Gaussian function is given as

F x; y;σð Þ ¼ Ke
− x2þy2ð Þ

.
σ2 ð3Þ

In which, K is determined by the normalized formulation

∬F x; y;σð Þdxdy ¼ 1 ð4Þ
In the formula w = (w1 +w2 + ⋯ +wn + ⋯wN), wn represents the weight of the nth

smooth filtering kernel component, while ∑
N

n¼1
wn ¼ 1 . In general, wn = 1/N. σn denotes the

scale parameter of the n-th smooth filtering kernel function. If N = 3, the experiments show
that the result would be better when σ is assigned with 5, 10 and 15.

Figure 1 shows the multi-scale self-quotient images of three images from Yale B Database
which has been taken under the different illumination conditions and processed. It follows that
self-quotient images being processed have eliminated the effect of the illumination. But at the
same time the information of some important organs in the face has been saved, conducive to
the eye location.
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3 Rough location of morphological filtering

The mathematical morphology is prepared by a group of algebraic operators including mainly
the dilation and erosion as well as the open and close operations based on them. These
operators present their own features in the binary images and grayscale images. So firstly let’s
take a look at gray morphology. Set b(i, j) is the function of the input image, m is the structural
element, then the Grayscale Dilation Function can be given as

f⊕bð Þ x; yð Þ ¼ max
0≤ i; j≤m−1

f xþ i; yþ jð Þ þ b
�
i; j

�h i
: ð5Þ

The Grayscale Erosion Function can be given as

fΘbð Þ x; yð Þ ¼ min
0≤ i; j≤m−1

f xþ i; yþ jð Þ−b
�
i; j

�h i
: ð6Þ

The operation of grayscale dilation is to determine the maximum value of in the area
determined by structural elements. It can be used for the elimination of the dark details and the

(a) Multi-scale self-quotient images

(b) Original images

(c) Intermediate results

Fig. 1 Results of multi-scale self-quotient images. a Multi-scale self-quotient images, b Original images, c
Intermediate results
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enhancement of the bright boundary. The operation of erosion is to determine the minimum
value of in the same area. Then the output image would be like this: the gray scale value of
brighter details on the boundary will be reduced, and the brighter boundary will shrink.

The Open is defined as follows:

Open fð Þ ¼ f ∘b ¼ fΘbð Þ⊕b ð7Þ
The Close is defined as follows:

Close fð Þ ¼ f •b ¼ f⊕bð ÞΘb ð8Þ
The Open is to carry out dilation after erosion, which can diminish local small blocks of

bright areas. The Close is to carry out erosion after dilation, which can make up for the local
small blocks of dark areas.

While the eye areas contain both the bright blockettes such as the white of eye (crest value)
and dark blockettes such as the pupil, a small block of ingestion and dark areas of the valley
(bottom value). In order to efficiently extract the area information of eyes, the filtering function
of eyes is introduced as follows:

G x; yð Þ ¼ Rt x; yð Þ � h x; yð Þ ð9Þ
where Rt(x, y) is a low-pass smooth filter. The parameter of the smooth filtering template
adopted by this paper is 7 × 7. While

Rt x; yð Þ ¼ RM x; yð Þ−Open
�
RM

�
x; y

����� ���þ RM x; yð Þ−Close
�
RM

�
x; y

����� ��� ð10Þ

In which, |RM(x, y) −Open(RM(x, y))|can enhance the peak value of the image that is shown in
Fig. 2(b), |RM(x, y) −Close(RM(x, y))|can enhance the bottom value that is shown in Fig. 2(c),Rt(x,
y) can enhance both the peak and the bottom values that is shown in Fig. 2(d).G(x, y) is the result of
Rt(x, y) after being fuzzy that is shown in Fig. 2(e). The three-dimensional representation is shown
in picture (f). As it can be seen that highlighted area of G(x, y)corresponds the local change of the
areas of eyes and mouth. Therefore, the eye feature has been effectively enlarged and enhanced.

This method can effectively highlight the information of eyes, and reduce the effect of such things
as glasses and hair.Moreover, it is not sensitive to the open and close of the eyes. In order to extract the
effective eye area, there is a need for binaryzation. Set the threshold of the adaptive binaryzation as
follows:

thr ¼ mean G x; yð Þð Þ þ 0:1� max G x; yð Þð Þ−mean
�
G
�
x; y

��h i
ð11Þ

Use thr to carry out boundary binaryzation of the eye filtering diagram G(x, y) and obtain
the candidate eye areas M(x, y) .

M x; yð Þ ¼ 1; G x; yð Þ > thre
0; otherwise

�
ð12Þ

And then useM(x, y) to extract the left and right eyes from RM(x, y), and then evaluate them. If
there is a N candidate eyes, it needs to carry out (N× (N-1))/2 matches, which will lead to a more
complicated operations. In order to reduce search areas, it can add priori knowledge to set some
constraints. For example, eye areas should be located on the top of the face, and the areas a certain
distance blow eye areas are flat cheek areas; the distance range between the centers of eyes is
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established. Once the distance is longer than 2/3 or shorter than 1/3 of the width of the image, it
can safely determine it is not the eye pairs. Set the distance between the centers of two candidate
areas as l, then from the multi-scale self-quotient image RM(x, y) remove two candidate eye
window areas with the size of 0.4 l × 0.8 l and calculate the correlation coefficient of the candidate
eye window areas. The computation of the correlation coefficient is:

S ¼ 1

Lal−Larj j þ Ml−Mrj j ð13Þ
where Lal and Lar are the gray values of the left and right candidate eye areas,Ml andMr are the
average gray values.

(a) Original image (b) Peaks

(c) Valleys (d) Sum of Peaks and Valleys

(e) Filtered image (f) 3-D representation

Fig. 2 Result of eye image after morphological filtering a Original image b Peaks c Valleys d Sum of peaks and
valleys e Filtered image f 3-D representation
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Use the computation given above to determine the correlation of all candidate eye areas.
The eyes with highest coefficient can be determined as the right eye pairs.

4 Precise eye location

In order to obtain the accurate location of the eyes, it needs to position for the second time the
eye of each pair. Because eye areas contain eyebrow areas, the improved IPF (Integral
Projection Function), that is, VPF (Variance Projection Function) proposed in [2] could be
adopted to make it more robust. Variance projection function is:

δ2v ¼
1

y2−y1
∑

y¼y1

y2

I x; yið Þ−Vmean xð Þ½ �2

δ2h ¼
1

x2−x1
∑

x¼x1

x2

I xi; yð Þ−Hmean yð Þ½ �2

8>>><
>>>:

ð14Þ

In which, Vmean and Hmean are the traditional average values of IPF in vertical and
horizontal direction.

To project the candidate eye areaswithVPF,which is shown in Fig. 3(b), the red curve represents
the vertical projection, while the green curve the horizontal projection). Compared with IPF that is
shown in Fig. 3(a), this method canmore accurately determine the position of the center of the pupil.
The pupil area can be obtained byVPF curve, but the center of the eye is always not the center of the
pupil. This is because the location of the pupil will change with the variation of the direction of the
eye sight. In order to obtain precise central point of the eye, we can set the diameter of the pupil as d,
and then extract an area around the pupil with the size of 2d × 4d, and carry out binaryzation. After
the analysis of the area extracted, four coordinates of the eye area can be acquired. They are
coordinate of the highest point of the center T, the coordinate of the lowest point of the center B, the
leftmost coordinate L, and the rightmost coordinate R. Therefore, the coordinate of the center of eye
C can be expressed as C = (T + B + L + R)/4. The central point got with this formula not only is
closer to the real center of the eye, but also presents better anti-interference ability. Fig. 3(c) shows
the result of location. The up and down points of the eye are represented as blue B+^, the left and
right points as green B+^, and the central point of the eye as red B+^.

5 Experimental results and analysis

The images are taken respectively from JAFFE Database, Yale B Database and AR Database.
We take Rainer Lienhart’s improved AdaBoost method [5] to detect the face. All faces of the
images can be precisely positioned. The experiment uses themeasurement standard put forward
by Jesorsky et al. [4]. Set the manually labeled central points of the left and right eyes as Cl and
Cr. The location of the left and right eyes detected is Cl and Cr . dl is the Euclidean distance
between Cl and Cl, while dr is the Euclidean distance between Cr and Cr . dlr is the Euclidean
distance between Cl and Cr. Therefore, the definition of relative error of location is:

err ¼ max dl; drð Þ
dlr

ð15Þ
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(a) Integral projection curve

(b) variance projection curve

(c) Eye Location result

Fig. 3 Precise eye location a
Integral projection curve, b
variance projection curve c Eye
location result
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(a) Examples of Eye Location results on JAFFE database

(b) Examples of Eye Location results on Yale B database

(c) Examples of Eye Location results on AR database(faces without glasses)

(d) Examples of Eye Location results on AR database (faces with glasses)

Fig. 4 Examples of Eye Location results on three databases a Examples of eye location results on JAFFE
database b Examples of eye location results on Yale B database c Examples of eye location results on AR
database (faces without glasses) d Examples of eye location results on AR database (faces with glasses)

Table 1 The division experimental results of three databases

JAFFE database Yale B database AR database(without glasses) AR database

Total 213 800 637 882
Detected 213 759 635 729
Accuracy 100.00% 94.88% 99.69% 82.65%
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When err <0.25, the location is correct. In general, dlr is approximately twice the width of
the eye. So err = 0.25 means that the distance of the larger one (either dl or dr) is approximately
one-half the width of the eye, that is, the error below 0.25 is acceptable. But when err ≥0.25,
then it is assumed that the eye is not correctly positioned.

As can be seen from the Table 1 the proposed algorithm has achieved high accuracy rate in
the experiments on expression variation, illumination variation and illumination combined
with expression variation. It indicates that this algorithm is much robust for the variation of
illumination and expression. Figure 4 shows part of results of the experiments mentioned
above. The experiment on fourth group demonstrates that, due to the interference caused by
the glasses, especially the reflection of light brought about by the spectacle-frames and lenses,
the accuracy rate drops sharply.

We compare the performance of our MSMF algorithm with Terrain Feature Algorithm
(TFA) [8], General Projection Function Algorithm (GPFA) [10] and the Gray-scale
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Fig. 5 The recognition rate of three algorithms with different resolution ratio for JAFFE samples
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Fig. 6 The recognition rate of three algorithms with different resolution ratio for Yale B samples
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Information and Pupil Filter (GIPF) [9]. All the four algorithms have the same performance
which makes use of texture information that is constituted of Gabor Filter and round filter.
Fig. 5 provides different recognition rate of eye location with different algorithms for the
images from JAFFE database under the conditions of err <0.25. Fig 6. shows the recognition
rate of four algorithms with different resolution ratio for Yale B samples. Fig. 7. shows the
recognition rate of four algorithms with different resolution ratio for AR samples.

Figure. 8 shows the recognition rate of the four algorithms with different degrees, Fig. 9.
Shows the recognition rate of three algorithms on different expressions, and Fig. 10. shows the
recognition time of the four algorithms with different degrees. Through the above experimental
results, it is not difficult to see that the recognition rate of our proposed MSMF is the highest in
most cases, and its recognition time is the least. The proposed algorithm can be applied to the
multimedia bid data.
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Fig. 7 The recognition rate of three algorithms with different resolution ratio for AR samples

0 10 20 30 40 50 60 70 80
10

20

30

40

50

60

70

80

Different degresss

T
he

 r
ec

og
ni

tio
n 

ra
te

(%
)

MSMF

TFA
GPFA

GIPF
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6 Conclusions

In order to reduce the effect on the eyes location caused by the variation of illumination and
expression, this paper proposes a human eye location algorithm based on the multi-scale self-
quotient image and morphological filtering. Firstly, the multi-scale self-quotient image is used
to offset the lighting effects on the face, then the morphological open-close operation will be
taken to enhance the local features around the eyes and relevant coefficient is used to roughly
position the eyes. At last, the variance projection method will be used to analyze the roughly-
positioned areas and binarize them to position accurately the central point of the eye. The
experiments on the images from JAFFE Database, Yale B Database and AR Database have
shown that this algorithm can well position the center of the eye, and it is robust to deal with
the changes of illumination and expressions. The further research is how to reduce or eliminate
the influence of the glasses frame side and the reflection of the lens on the eye location.
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